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Camembert is a transformer-based language model for French

In this talk: 
● What motivated the design of these models
● How does it work?
● Beyond Camembert

Background
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● Background In Machine Learning
● New to BERT-like modeling for Natural Language Processing 

Talk prerequisite
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Acknowledgement
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We built Camembert in 2019 as part of a collaboration
between  INRIA Paris (ALMANACH team) and Facebook AI

Work done by Louis Martin, Pedro Ortiz, Benjamin Muller with 
the guidance of Yoann Dupont, Laurent Romary, Éric 
Villemonte de la Clergerie, Djamé Seddah and Benoît Sagot

Camembert is derived from BERT (Devlin et. al 2018) and 
ROBERTa (Liu et. al 2019)
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1. How did we get here? Intuition about BERT-like models

2. The Camembert Model

3. Camembert in the real-world

Outline
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How to build NLP models? 

6

NLP Pipeline

TRAINABLE MODEL

Input: Text

Prediction: Tags/Tree/Text

TOKENS

 FEATURES/EMBEDDINGS
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NLP Pipeline

TRAINABLE MODEL

Input: Text

Prediction: Tags/Tree/Text

TOKENS1st Step: 
Define our modeling units 
(e.g. word, character, etc.)

How to build NLP models? 

 FEATURES/EMBEDDINGS



Lessons from the Camembert Model  - Francophone @ Indaba, August 2022 8

NLP Pipeline

TRAINABLE MODEL

 FEATURES/EMBEDDINGS

Input: Text

Prediction: Tags/Tree/Text

TOKENS

2nd Step: Represent the 
tokens into vectors

How to build NLP models? 
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NLP Pipeline

TRAINABLE MODEL

Input: Text

Prediction: Tags/Tree/Text

TOKENS

3rd Step: Combine the input 
information to make a 
prediction

How to build NLP models? 

 FEATURES/EMBEDDINGS
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Challenge in building Accurate NLP Models
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Holy Grail of NLP: Building NLP models that generalize to many 
domains, languages, tasks without a lot of annotated data

● Tokenization that is robust to infrequent words 

● A “rich vector” representation of the input tokens

● Models that are able to combine those representations to 
do accurate predictions
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Idea 1: Hand-Crafted Features 
➔ E.g. is this word a location? A verb? Is it a synonym with this 

other word?

How to learn good representations of words?

11
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Idea 1: Hand-Crafted Features 
➔ E.g. is this word a location? A verb? Is it a synonym with this 

other word?

Limits: Costly to collect, task-specific, etc… 

How to learn good representations of words?

12
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How to learn good representations of words?

13

Idea 1: Hand-Crafted Features 
➔ E.g. is this word a location? A verb? Is it a synonym with this 

other word?

Idea 2: Data-Drive Representations
➔ Distributional Hypothesis

“You shall know a word by the company it keeps” Firth (1957)

➔ Model the context of a word to build its vectorial 
representation
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● He handed her a glass of bardiwac.

14  

Example:  What is the meaning of “Bardiwac” ?

 (Evert & Lenci 2009)
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● He handed her a glass of bardiwac.
● Beef dishes are made to complement the bardiwacs.

15  

Example:  What is the meaning of “Bardiwac” ?

 (Evert & Lenci 2009)
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● He handed her a glass of bardiwac.
● Beef dishes are made to complement the bardiwacs.
● Nigel staggered to his feet, face flushed from too much 

bardiwac.

16  

Example:  What is the meaning of “Bardiwac” ?

 (Evert & Lenci 2009)
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● He handed her a glass of bardiwac.
● Beef dishes are made to complement the bardiwacs.
● Nigel staggered to his feet, face flushed from too much 

bardiwac.
● I dined off bread and cheese and this excellent bardiwac

17  

Example:  What is the meaning of “Bardiwac” ?

 (Evert & Lenci 2009)
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● He handed her a glass of bardiwac.
● Beef dishes are made to complement the bardiwacs.
● Nigel staggered to his feet, face flushed from too much 

bardiwac.
● I dined off bread and cheese and this excellent bardiwac
● Malbec, one of the lesser-known bardiwac grapes, 

responds well to Australia’s sunshine.

18  

Example:  What is the meaning of “Bardiwac” ?

 (Evert & Lenci 2009)



Lessons from the Camembert Model  - Francophone @ Indaba, August 2022 19  

● He handed her a glass of bardiwac.
● Beef dishes are made to complement the bardiwacs.
● Nigel staggered to his feet, face flushed from too much 

bardiwac.
● I dined off bread and cheese and this excellent bardiwac
● Malbec, one of the lesser-known bardiwac grapes, 

responds well to Australia’s sunshine.
● The drinks were delicious:  blood-red bardiwac as well as 

light, sweet Rhenish.

Thanks to the distributional hypothesis we guess that 
bardiwac is…  ?

Example:  What is the meaning of “Bardiwac” ?

 (Evert & Lenci 2009)



Lessons from the Camembert Model  - Francophone @ Indaba, August 2022

The Distributional Hypothesis for NLP

20

A large number of methods have been designed 

1. Count-Based Approaches: Build co-occurrence matrices 

Limits: sparse vectors, do not generalize to new words
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The Distributional Hypothesis for NLP

21

A large number of methods have been designed 

1. Count-Based Approaches: Build co-occurrence matrices 

2. Word2vec models: Continuous fixed vectors by learning to 
predict the context of words

#
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The Distributional Hypothesis for NLP

22

A large number of methods have been designed 

1. Count-Based Approaches: Build co-occurrence matrices 

2. Word2vec models: Continuous fixed vectors by learning to 
predict the context of words

Limits: each word gets a single vector regardless of its context

e.g.: I like cherry pie, This dress is cherry red

#
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The Distributional Hypothesis for NLP

23

A large number of methods have been designed 

1. Count-Based Approaches: Build co-occurrence matrices 

2. Word2vec models: Continuous fixed vectors by learning to 
predict the context of words

Limits: each word gets a single vector regardless of its context

3. Contextualized Representation with Language Models

#
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1. How did we get here? Intuition about BERT-like models

2. The Camembert Model

3. Camembert in the real-world

4. Beyond the pretraining-finetuning paradigm 

Outline

24
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Masked-Language Modeling

25

MLM consists in training a model to guess a word using both 
left and right context

J'ai de nouveau attrapé le <mask>. Je l’ai eu par ma femme, qui l'a eu au 
travail, où personne ne se masque plus. 

(source          )

Camembert

COVID

https://twitter.com/hubick/status/1536911658555060225
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Parametrization: The Transformer Architecture

26

J'ai de nouveau attrapé le <mask>. Je l’ai eu par ma femme, qui l'a eu au 
travail, où personne ne se masque plus. 

Embed Embed Embed Embed…….
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Parametrization: The Transformer Architecture

27

J'ai de nouveau attrapé le <mask>. Je l’ai eu par ma femme, qui l'a eu au 
travail, où personne ne se masque plus. 

Embed Embed Embed Embed…….

Feed Forward + Self-Attention Layers 

h0 h1 hT-1 hT…….

Prediction
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Parametrization: The Transformer Architecture

28

J'ai de nouveau attrapé le <mask>. Je l’ai eu par ma femme, qui l'a eu au 
travail, où personne ne se masque plus. 

Embed Embed Embed Embed…….

Self-Attention 

h0 ht hT-1 hT…….

ht
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Parametrization: The Transformer Architecture

29

J'ai de nouveau attrapé le <mask>. Je l’ai eu par ma femme, qui l'a eu au 
travail, où personne ne se masque plus. 

Embed Embed Embed Embed…….

Self-Attention 

h0 ht hT-1 hT…….

ht



Lessons from the Camembert Model  - Francophone @ Indaba, August 2022

Parametrization: The Transformer Architecture

30

J'ai de nouveau attrapé le <mask>. Je l’ai eu par ma femme, qui l'a eu au 
travail, où personne ne se masque plus. 

Embed Embed Embed Embed…….

Self-Attention 

h0 h1 hT-1 hT…….

h0 h1 hT-1 hT…….
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Parametrization: The Transformer Architecture

31

J'ai de nouveau attrapé le <mask>. Je l’ai eu par ma femme, qui l'a eu au 
travail, où personne ne se masque plus. 

Embed Embed Embed Embed…….

Self-Attention 

h0 h1 hT-1 hT…….

h0 h1 hT-1 hT…….

Dense Dense Dense Dense…
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Parametrization: The Transformer Architecture

32

J'ai de nouveau attrapé le <mask>. Je l’ai eu par ma femme, qui l'a eu au 
travail, où personne ne se masque plus. 

Embed Embed Embed Embed…….

Self-Attention 

h0 h1 ht-1 hT…….

h0 h1 ht-1 hT…….

Dense Dense Dense Dense…

Repeated
x12/24 for 
Camembert 
base/large
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Parametrization: The Transformer Architecture

33

J'ai de nouveau attrapé le <mask>. Je l’ai eu par ma femme, qui l'a eu au 
travail, où personne ne se masque plus. 

Embed Embed Embed Embed…….

Feed Forward + Self-Attention Layers 

h0 h2 ht-1 ht…….

Softmax Cross-Entropy Loss Label: COVID
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● Transformers are (usually) trained with Stochastic 
Gradient Descent (or variants like ADAM (Kingma et. al 
2014))

● With Cross-Entropy Loss

● All the parameters are (usually) trained End-to-End 

Training Transformers
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Outlook on Camembert

35

Camembert is a language model for French

With Masked Language Modeling

It is parametrized with a transformer architecture 12/24 layers 
(base/large) leading to about 110M/335M parameters
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Pretraining Data 

36

Camembert is pretrained using the OSCAR CORPUS
(Ortiz 2019)

● Web Crawled Data with Common Crawl (public Web)

● Filtered using Language Identification 

● Up to 138GB of pretraining data
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The Pretraining Data Matters 

37

Beyond quantity, the origin and the domains of the data is key

The more diverse the data the better 

● For downstream performance

● To limit socio-demographic biases compared to other 
sources (e.g. Wikipedia)

➔ Web-Crawled Data is the best we have 
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1. How did we get here? Intuition about BERT-like models

2. The Camembert Model

3. Camembert in the real-world

Outline

38
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How to use Camembert?

39

At test time, we can reuse the output vector 
● To represent input tokens (e.g. COVID)
● To perform specific tasks (e.g. Sequence Labelling)

J'ai de nouveau attrapé le COVID. Je l’ai eu par ma femme, qui l'a eu au 
travail, où personne ne se masque plus. 

h
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Fine-tuning: 

40

1. Re-use all the parameters of Camembert (except last layer)
2. Appending a new dense layer to get the right output space
3. Train end-to-end on the specific-task
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Fine-tuning: e.g. sequence classification
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1. Re-use all the parameters of Camembert (except last layer)
2. Appending a new dense layer to get the right output space
3. Train end-to-end on the specific-task

J'ai de nouveau attrapé le COVID. Je l’ai eu par ma femme, qui l'a eu au 
travail, où personne ne se masque plus. 
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Fine-tuning: e.g. sequence classification
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1. Re-use all the parameters of Camembert (except last layer)
2. Appending a new dense layer to get the right output space
3. Train end-to-end on the specific-task

J'ai de nouveau attrapé le COVID. Je l’ai eu par ma femme, qui l'a eu au 
travail, où personne ne se masque plus. 

Aggregate Loss Label: SickSoftmax
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Camembert Performance on standard tasks
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After pretraining, we can reuse the entire camembert model and 
fine-tune it on our task

Named-Entity Recognition

Question-Answering
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Web-Crawled Data is Better Than Wikipedia

44  
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Adapting Camembert to New French 
Varieties

45

Camembert was trained on a great diversity of domains 
(138 GB of Web Crawled text)

+its sentencepiece tokenization make it robust to infrequent 
words

However, for specific French Varieties it can be helpful to run 
some adaptation step

How to Adapt Camembert? 
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Adapting Camembert to New French 
Varieties
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Camembert was trained on a great diversity of domains 
(138 GB of Web Crawled text)

+its sentencepiece tokenization make it robust to infrequent 
words

However, for specific French Varieties it can be helpful to run 
some adaptation step

How to Adapt Camembert? 
➔ Don’t stop pretraining (Gururangan et. al 2020)
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Masked-Language Modeling Adaptation

47

For French language varieties and specific domains 
● Keep training the model with the MLM Objective 
● Only a few thousands sentences are enough
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Masked-Language Modeling Adaptation
For French language varieties and specific domains 
● Keep training the model with the MLM Objective 
● Only a few thousands sentences are enough

➔ Leads to significant improvement (Gururangan et. al 2020)

48
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What about other more distant languages?
For languages with at least 1GB ~ of raw data 
➔ Apply the same recipe: pretrain and fine-tune 

For Languages under 1GB data
➔ Start with Multilingual Language Models (mBERT, XLM-R, 

mT5)
➔ Apply MLM fine-tuning (E.g. Bambara with only 1000 lines 

(Muller et. al 2021))
➔ In some cases, apply transliterations 

49
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Thank you!


